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ABSTRACT
Algorithmic recommendations shape music consumption at scale,
and understanding the impact of various algorithmic models on
how content is consumed is a central question for music streaming
platforms. The ability to shift consumption towards less popular
content and towards content different from user’s typical historic
tastes not only affords the platform ways of handling issues such
as filter bubbles and popularity bias, but also contributes to main-
taining a healthy and sustainable consumption patterns necessary
for overall platform success.

In this work, we view diversity as an enabler for shifting con-
sumption and consider two notions of music diversity, based on
taste similarity and popularity, and investigate how four different
recommendation approaches optimized for user satisfaction, fare
on diversity metrics. To investigate how the ranker complexity
influences diversity, we use two well-known rankers and propose
two new models of increased complexity: a feedback aware neural
ranker and a reinforcement learning (RL) based ranker. We demon-
strate that our models lead to gains in satisfaction, but at the cost
of diversity. Such trade-off between model complexity and diver-
sity necessitates the need for explicitly encoding diversity in the
modeling process, for which we consider four types of approaches:
interleaving based, submodularity based, interpolation, and RL re-
ward modeling based. We find that our reward modeling based
RL approach achieves the best trade-off between optimizing the
satisfaction metric and surfacing diverse content, thereby enabling
consumption shifting at scale. Our findings have implications for
the design and deployment of practical approaches for music diver-
sification, which we discuss at length.
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1 INTRODUCTION
Algorithmically generated recommendations power and shape the
bulk of music consumption on music streaming platforms. Given
the large role of streaming in the music industry, it has become
important for music streaming platforms to consider the influence
of their recommendations on music consumption in a manner bene-
fiting not only the users, but also artists, and the long term goals of
the platform itself. The ability to influence and shift consumption
at scale enables system designers to maintain healthy consumption
patterns needed for long term platform health and success.

A fundamental characteristic of a music recommendation system
that helps platforms shape consumption is its diversity. What does
diversity means in the context of music recommendation? First, it
can facilitate exploration by helping users discover new content or
inculcate new tastes [11, 31, 34]. Additionally, it can help the plat-
form spread consumption across artists and facilitate consumption
of less popular content. This, in turn, can help counteract rich-get-
richer phenomena common throughout the music industry [24].
Finally, it has recently been shown that consumption of diverse mu-
sic genres is strongly associated with important long-term business
metrics, such as user conversion and retention [1].

We formalize our notion of diversity around two central factors
that influence music consumption via recommender systems: 1)
taste similarity, or how similar a piece of music is to the type of
music the user has historically streamed, and 2) popularity, or
how many users have recently streamed the piece of content [12].
Based on this, two notions of diversity naturally emerge, one
based on the user bias of consumed content, and another based
on the global bias of consumed content. From the former point of
view, one can achieve diversity and shift consumption by avoiding
recommending similar songs to what the user has historically
streamed, while in the latter view of diversification, one can shift
consumption towards the long tail of consumed music. Focusing
on these two notions of diversity enables us to effectively and
efficiently drive diversity and influence music consumption, both
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at the user- and global- level.

Present Work.We focus on the case of sequential recommenda-
tions, and consider four different types of sequential recommenders,
or rankers, of increasing complexity. We leverage two widely used
types of rankers: similarity based and feed-forward neural rankers,
and propose two additional rankers, a feedback aware neural atten-
tion ranker, and a reinforcement learning (RL) based ranker. This
provides us with a wide spectrum of approaches, from simple simi-
larity based rankers to sophisticated reward based RL ranker, and
enables us to understand the interplay between model complexity
and performance. In support of recent findings that highlight the
drop in diversity metrics for models optimized for user satisfac-
tion [15], we investigate how these rankers perform in terms of
diversity. Further, we consider four different ways of incorporating
diversity in recommendation models: (i) linear interpolation, (ii)
submodular diversification, (iii) interleaving based and (iv) reward
modeling based on reinforcement learning (RL) ranker.

Overall, our work considers three key questions around (i)
the role of two classes of diversity for shifting consumption,
and their interplay with user satisfaction, (ii) how four rankers
of increasing complexity fare in terms of satisfaction and
diversity objectives; and (iii) how four different techniques of in-
corporating diversity manage the trade-off against user satisfaction.

Overview of results. Looking at music consumption data, we find
evidence that users can often be satisfied with recommendations
that depart from their historic taste profiles and that are less popular.
This underpins the scope for shifting consumption towards diverse
content without dissatisfying users. Comparing different rankers,
we find strong evidence suggesting that satisfaction centric rankers
are heavily biased towards popular content, and content closely
resembling user’s historic listening activity, which should not be
surprising. Interestingly, this bias increases with model complexity,
with advanced rankers suffering from this bias to a greater extent.

Among the different diversification techniques, we see that the
reward modeling approach for RL model obtains the best trade-off
by obtaining a high satisfaction metric and succeeding in surfacing
less popular content. For diversity with respect to a user’s listening
history, we observe that the RL approach performs comparably to
the interpolation strategy, with the interpolation strategy offering
a wider range of trade-off and subsequently more control over
consumption. More interestingly, comparing these results with
the ranker comparison on only satisfaction, we observe bigger
differences in satisfaction metrics when rankers consider diversity,
than when they are only focused on satisfaction.

Taken together, our work sheds light on a central tension be-
tween optimizing recommendation models for satisfaction centric
objectives versus diversity goals. Developing better rankers results
in increasing short term user satisfaction, albeit slightly. However,
such models tend to serve less diverse recommendations.

2 RELATEDWORK
Retrieving diverse documents has long been recognized as an impor-
tant challenge in information retrieval [5–7] and for recommender
systems [10]. The central problem is that in many applications, it
is not sufficient simply to return relevant items, instead the sys-
tem must account for multiple user intents and needs, in addition

to possible redundancy in the content of the returned items. The
term diversity was first used within information retrieval in [6].
Here a list was considered diverse if it contained items with low
similarity to each other. The ranked list was built greedily, with
the score of each item being an interpolation of the expected rele-
vance to the user, and the dissimilarity of the item to all previously
recommended items in the list. The problem of diversity in list
recommendation has in later years received great interest in devel-
oping more advanced methods to ensure list diversity [2, 3, 22, 29].
A detailed survey of a variety of methods can be found in [10].

Closely related to diversity is the notion of fairness in recom-
mendations, e.g. [4, 25]. Here we consider diversity from the point
of view of the recommended items, e.g. in group fairness, where
if the items can be considered to be part of a group, all groups
must on average be represented in the final recommendation. This
can be extended to marketplace settings, where multiple different
stakeholders have requirements for the fairness of the recommen-
dation [15]. Thus, whereas diversity is often considered to be a user
centric concern, fairness is item centric, as a fair ranking needs to
give equal opportunity for the recommended items.

Whereas existing work on diversity and fairness tends to focus
on the ranked list setting, we consider the problem of sequential
recommendations of single items. This is a substantially different
problem setting, since the user is forced to consume each recom-
mended item, and items introduced to satisfy diversity objectives
cannot be as easily ignored by the user if they turn out irrelevant,
as in the case of a ranked list.

The interplay between recommender systems and diversity has
been popularized in [20], raising public awareness on the so-called
“filter bubble” phenomenon. There has been a number of works
looking at the effects of recommender systems on the diversity of
consumption. A study of a movie recommender system used on a
popular e-commerce web site found that the recommendations led
to a decrease in sales diversity [8]. By contrast, a study on the effect
of recommendations on the YouTube video platform was shown to
lead to more diverse consumption [33]. Finally, in the context of
music, a strong relationship between consumption diversity and
long term platform metrics such as retention and conversion was
shown [1]. These finding support the need for properly addressing
diversity as part of the recommender system design.

Acting on diversity entails a formal definition of diversity. For ex-
ample, in [1, 28] a setting where items are embedded in a Euclidean
space is considered, and diversity is then defined as a function of
pairwise distances in that space. Other definitions have been used
in [7, 15, 23]. In this work, we consider two operationalizations of
diversity, with a focus on simple and practical definitions that are
easy to implement in real-world systems.

3 DIVERSITY FOR CONSUMPTION SHIFTING
Our goal is to understand how algorithmic recommendations can
help shift consumption through diversity in music consumption.
Given the sequential nature of music consumption wherein the user
sequentially decides to stream or skip the recommended music, it
is not straightforward to recommend a track solely for the purpose
of increasing diversity, especially if the track has a low chance of
being listened to. Given this complex interplay between relevance
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Figure 1: Track level correla-
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Figure 4: Density of popularity/user-track similarity in rela-
tion to relevance across session.

of music to the user, its popularity and the resulting success of
diversification, it becomes important to carefully understand the re-
lationship between such concepts. In this work we consider a track
to be irrelevant if the user skipped it and otherwise relevant if the
user listened to the track. We begin by looking at diversity through
the lens of user-track similarity and popularity, and investigate
how often are users satisfied with content that either departs from
their historic listening habits, or is less popular. Understanding
this enables us to underpin the scope of consumption shifting via
diversification.

3.1 Quantifying diversity
While numerous ways of defining and quantifying diversity exist, in
this work, we are interested in two notions of diversity: 1) diversity
on a global level, where the diversity is defined as a property of
a track 𝑡 itself (𝑑 (𝑡)); 2) diversity of a track as depending on the
user 𝑢 to which it is recommended (𝑑 (𝑡,𝑢)), such that the diversity
would differ if the same track is recommended to two different
users. 𝑑 (𝑡) encompass a broad set of different notions of diversity,
e.g., a high diversity score could be associated with new tracks on
the platform, or for tracks of genres rarely listened to by the general
user base. Similarly, 𝑑 (𝑡,𝑢) encompass different notions where the
diversity is depending on the user, e.g., a high diversity score could
be associated with tracks of artists rarely listened to by a user, or
tracks from time periods less familiar to the user.

While the work in this paper can be used for different notions
of diversity of the form 𝑑 (𝑡) or 𝑑 (𝑡,𝑢), we choose to work on two
specific notions of diversity of great importance for music recom-
mendation. For 𝑑 (𝑡), we consider the global popularity of the track,
while for 𝑑 (𝑡,𝑢), we consider how similar the recommended track
is to tracks previously encountered by the user. For ease of notation
we always denote the diversity as 𝑑 (𝑡,𝑢), even though the track
level diversity is independent of the user, i.e., 𝑑 (𝑡,𝑢 ′) = 𝑑 (𝑡,𝑢) for
all users 𝑢,𝑢 ′.

The similarity between a track and tracks previously encountered
by the user (denoted as the user-track similarity) is computed as the
cosine similarity between a user embedding and a track embedding
(see Section 4.1), where the user embedding encodes information
from all tracks the user has streamed in the past. The popularity of
a track is determined by usage statistics on the platform.

3.2 Analysis of diversity and user satisfaction
We investigate how the notions of diversity, as defined in this
work, are related to relevance, and overall engagement measured
by session length (measured as the number of tracks within a
session). We conduct our analysis on both track- and session- level,
and consider a track to be relevant if the user did not skip it. For

the track level analysis we use a dataset of 2 million randomly
sampled recommended tracks, containing the popularity of the
track, the user-track similarity, and the relevance. For the session
level analysis we randomly sampled 1 million user sessions, where
each session has at least 5 tracks to filter out short sessions. For
each session, we log the number of tracks, average popularity, and
average user-track similarity across the session, as well as the
number of tracks relevant to the user.

Track level: The distribution of popularity and user-track
similarity can be seen in Figure 3, and the correlation between the
notions of diversity and relevance can be seen in Figure 1. The
distribution plots show that users engage with tracks of varying
popularity and user-track similarity, but with a large tendency
to engage with tracks of both high popularity and user-track
similarity. For both distribution plots, the density drops rapidly
as popularity/user-track similarity decreases. The correlation
plots between the notions of diversity and relevance show that
user-track similarity is positively correlated with relevance, which
indicates that reducing user-track similarity potentially can harm
the user experience. In contrast, the popularity of the tracks is not
correlated with relevance, and could likely be reduced without
harming the user experience.

Session level: Figure 2 shows the correlation between session pop-
ularity, user-track similarity, average relevance of recommended
tracks, and number of tracks in the session (session length). We
observe that the average popularity is not correlated to either the
session length or the average relevance. As seen in the track level
analysis, user-track similarity is correlated with relevance, but
interestingly it is not correlated with the session length. Figure 4
shows the distribution of both notions of diversity with regards
to the average relevance of the session. The highest density is at
high popularity/user-track similarity and at fully relevant sessions,
but there is considerable density outside this area. Indeed, sessions
exist where users are not satisfied with the most popular tracks
(upper left side), and there are sessions where they are satisfied
with low popularity tracks (lower right side). The same can be
observed for user-track similarity.

This analysis motivates that it is possible to shift consumption
towards more diverse recommendations without harming user sat-
isfaction, and the typical focus on high popularity/user-track simi-
larity is detrimental for some sessions.

4 RANKERS & DIVERSITY METHODS
We consider the problem of sequential recommendation in a ses-
sion, where a user consumes a series of recommended music tracks.
In this setting, users can either skip or listen to a track. We consider
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Table 1: Description of user, track, and user-track combination features
used in the neural rankers.

Feature Type Feature Description

User embedding 40 dimensional learnt word2vec vector of user
country country of registration for user

Track

embedding 40 dimensional learnt word2vec vector of track
popularity normalized popularity of the track
genres genres relevant to the track
acoustic 16 derived acoustic features

track length track duration in seconds

User-Track similarity cosine similarity between user and track embeddings
distance Euclidean distance between user and track embeddings

genre affinity affinity for highest overlapping genre between user & track
Playlist playlist ID a unique playlist identifier used for learning embeddings

a skipped track as irrelevant, and a listened track as relevant. A ses-
sion starts with a user selecting a playlist, which consists of tracks
with some thematic overlap (e.g., Jazz songs), and is recommended
a series of tracks from the playlist, until the user chooses to end the
session. We consider two different recommendation scenarios. In
the first one, we aim to recommend the tracks a user is most likely
to enjoy, and consider four different rankers of increasing complex-
ity for this purpose. In the second one, we aim to recommend tracks
the user is likely to enjoy, but with the secondary objective that the
tracks should also be diverse, where the definition of diversity is
detailed in Section 3. To include diversity in the recommendation,
we explore four different methods to optimize the trade-off between
making both relevant and diverse recommendations.

4.1 Preliminaries
We describe the features available to the rankers. This is important
as part of the difference between the rankers is to what extent they
can make use of the feature space. An overview of the features can
be found in Table 1.

Ȩach track is represented as a concatenation of three distinct
feature vectors: a contextual vector, an acoustic vector, and a
statistic vector. The contextual vector is a 40 dimensional real
valued vector, which is trained such that two tracks that occur in
the same context, will lie close to each other in the vector space
[15]. The acoustic vector consists of 16 derived features that re-
flect different acoustic features of the track, e.g., loudness. Lastly,
the statistics vector contains information on the track length and
popularity of the track on the platform. Each user is represented as
a weighted average of the contextual vectors of the tracks the user
has played in the past as described in [15]. The similarity between
a track and a user are computed by taking the cosine similarity
between the user vector and the track contextual vector, as they
reside in the same space.

For each user and track pair, there are a number of derived fea-
tures capturing their relations. The cosine similarity and Euclidean
distance between the user and track is computed and used as a fea-
ture. Additionally, each user has an affinity for all genres, which is
used as a feature by taking the maximum affinity within the track’s
genres. Lastly, each playlist is represented with a unique identifier,
which is used by some of the ranking models for learning playlist
specific embeddings during model training. In the next sections,
the features are grouped into either: T, which is the combination of
the track and user-track features (track level features); or M, which
is the combination of the playlist embedding and user features
(session level meta features).

4.2 Rankers
We present four different rankers of increasing complexity. The
first is based on the cosine similarity between user and track, while
the remaining three are learned neural models. An overview of the
latter three is provided in Figure 5.

4.2.1 Cosine ranker. This ranker uses the cosine between a track’s
contextual embedding, 𝑒𝑡𝑟𝑎𝑐𝑘 ∈ R40, and a user’s contextual em-
bedding 𝑒𝑢𝑠𝑒𝑟 ∈ R40: 𝑠𝑐𝑜𝑟𝑒cosine =

𝑒𝑡𝑟𝑎𝑐𝑘 ·𝑒𝑢𝑠𝑒𝑟
| |𝑒𝑡𝑟𝑎𝑐𝑘 | |2 | |𝑒𝑢𝑠𝑒𝑟 | |2 . A high cosine

score indicates that the track is similar to tracks the user has previ-
ously consumed on the platform. While being simple, this type of
ranker has been used for music recommendation in previous work
[1, 9, 15].

4.2.2 Feed forward ranker. This is a neural feed forward network,
which takes as input the track level features (T) and session level
meta features (M). All the features are concatenated, and the net-
work gives a score for a single track:

𝑠𝑐𝑜𝑟𝑒FF = 𝜎 (𝑊3 ReLU(𝑊2ReLU(𝑊1 [𝑇 ⊕ 𝑀] + 𝑏1) + 𝑏2) + 𝑏3) (1)

where 𝐹𝐹 stands for feed forward, ⊕ is vector concatenation, ReLU
is the rectified linear unit, and 𝜎 is the sigmoid function. The weight
matrices (W) and bias vectors (b) have input-suitable sizes and are
learned during training. The embedding for the playlist is learned by
the network during training. The feed forward network consists of
2 hidden layers with relu activation functions, and a prediction layer
using a sigmoid activation function. This prediction corresponds
to the probability of a user skipping a track, which is optimized
using the cross entropy loss. This model is relatively simple, and
computationally efficient. We include it to show how well the score
can be computed without considering the user’s history directly.
Note that the network is indirectly aware of the user’s history
through the user embedding and the user-track features.

4.2.3 Feedback aware ranker. This ranker is our proposed
extension of the feed forward ranker, and incorporates the user’s
previous sessions to compute a dynamic user embedding. While
the two previous models gave a score based on a single track,
this model needs to be provided the user’s history as input. We
first cover how the dynamic user embedding is computed, which
consists of two parts: 1) summarising a single session, and 2)
summarising all sessions to a final dynamic user embedding.

Summarising a single session. Each session, 𝑠 , consists of session
level meta features, M, and a sequence of tracks (T,R) ∈ 𝑠 , where
T is the track level features and R is a indicator whether the user
found the track relevant. The session is summarised using a long
short-term memory (LSTM) followed by an attention softmax layer:

𝑜𝑖 , ℎ𝑖 = LSTM(𝑠𝑖 |𝑜𝑖−1, ℎ𝑖−1), 𝑜𝑖 = ReLU(𝑊4 𝑜𝑖 + 𝑏4) (2)

𝑆 =

|𝑠 |∑
𝑖=1

𝑜𝑖
𝑒𝑊5 𝑜𝑖+𝑏5∑ |𝑠 |
𝑗=0 𝑒

𝑊5 𝑜 𝑗+𝑏5
(3)

where LSTM denotes an LSTM cell which update the hidden state ℎ
and output 𝑜 . The LSTM cell is initialised by a linear projection of
the session meta information such that the session representation
can be user and playlist dependent.
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Figure 5: Overview of the neural rankers seen from the perspective of a single track.

Dynamic user embedding. At timepoint 𝑖 , the users have a set
of previous session embeddings, 𝑆 𝑗 ∈ S, 𝑗 ∈ [1, 𝑖 − 1], each having
associated meta information𝑀𝑗 . The dynamic user embedding is
a summary of all previous session embeddings, conditioned on
the current sessions Meta information, 𝑀𝑖 . The summarisation
of previous sessions is done by attention weighting, where the
weighting is based on an interaction vector between the current
session meta information, and the historic sessions meta informa-
tion. The interaction vector [17] is the concatenation, subtraction,
and multiplication of the past session and current session meta
representations, to represent the representational changes between
the sessions. The dynamic user embedding, 𝐷𝑈 , is then given by

interact(𝑀𝑖 , 𝑀𝑗 ) = [𝑀𝑖 −𝑀𝑗 ⊕ 𝑀𝑖 ·𝑀𝑗 ⊕ 𝑀𝑗 ⊕ 𝑀𝑖 ] (4)

𝐷𝑈 =

𝑖−1∑
𝑗=1

𝑆 𝑗
𝑒𝑊6 interact(𝑀𝑖 ,𝑀𝑗 )+𝑏6∑𝑖−1
𝑘=1 𝑒

𝑊6 interact(𝑀𝑖 ,𝑀𝑘 )+𝑏6
(5)

The feedback aware track score is then computed similarly to
the feed forward ranker, with the dynamic user embedding (DU) as
an additional input:

𝑠𝑐𝑜𝑟𝑒FA = 𝜎 (𝑊9 ReLU(𝑊8 ReLU(𝑊7 [𝑇 ⊕ 𝑀𝑖 ⊕ DU] + 𝑏7) + 𝑏8) + 𝑏9)
(6)

where FA stands for feedback aware. Similar to the feed forward
ranker, this model is also optimized using the cross entropy loss.
This model is still relatively computationally efficient, assuming
the dynamic user embedding is pre-computed, which is possible
assuming we know the playlists a user is most likely to listen to.

4.2.4 Reinforcement learning ranker. This ranker (RL) is our
proposed sampling-based ranker that samples a single track from
a set of tracks as the recommendation, which depends on the
previous recommended tracks. This process is repeated on the
remaining set of possible tracks to produce a ranked list. We
formulate the problem of ranking as a standard reinforcement
learning problem. We want to find a policy 𝜋 (𝑡 |𝑠) that gives the
probability of sampling track 𝑡 given state 𝑠 . The policy 𝜋 is learned
so it maximises some notion of reward 𝑅(𝑡, 𝑠), which gives some
reward for recommending track 𝑡 at state 𝑠 . We therefore have to
define the sampling probability 𝜋 (𝑡 |𝑠) and the reward 𝑅(𝑡, 𝑠).
Sampler. Before we cover how 𝜋 (𝑡 |𝑠) is computed, we first define
how 𝑡 and 𝑠 are represented for the RL ranker. 𝑡 is the track level fea-
tures (denoted as T previously), but also concatenated with derived
features from the feedback aware ranker as explained next. The
derived features are the second and last layer of the feedback aware
ranker for each track, and we denote this set of derived features

as FA. These features are included to provide a richer representa-
tion to the RL model, which incorporates the user’s past feedback.
The state 𝑠 is a sequence of tracks the user previously has been
recommended in the session, in addition to the session meta rep-
resentation (M). The state is encoded using a stacked LSTM with
2 layers, and initialised based on a linear projection of the session
meta information:

𝑜𝑖 , ℎ𝑖 = 𝐿𝑆𝑇𝑀𝑠𝑡𝑎𝑐𝑘𝑒𝑑 (𝑠𝑖 |𝑜𝑖−1, ℎ𝑖−1), 𝑠𝑒𝑛𝑐 = 𝑜 |𝑠 | (7)

where LSTM𝑠𝑡𝑎𝑐𝑘𝑒𝑑 is a stacked LSTM with 2 layers, and 𝑠𝑒𝑛𝑐 is
the last output of the stacked LSTM. The logit for each track 𝑡 in
the set of possible tracks, T , is then computed as:

logit𝑡 =𝑊13 ReLU(𝑊12 [(𝑊10 𝑠𝑒𝑛𝑐 + 𝑏10)
⊕ (𝑊11 [𝑇 ⊕ 𝐹𝐴] + 𝑏11)] + 𝑏12) + 𝑏13 (8)

where both session encoding and track representation are passed
through a linear feed forward layer, then concatenated and run
through a feed forward layer using a relu activation function, fol-
lowed by a linear output that gives the unnormalised logit for the
track. The unnormalised logit is computed for all tracks in the set
of possible tracks, and the sample probability is found by applying
a softmax: 𝜋 (𝑡 |𝑠) = 𝑒 logit𝑡∑

𝑡′∈T 𝑒 logit𝑡′
.

Reward. The reward associated with a sampled track, 𝑡 ∼ 𝜋 (·|𝑠) is
defined based on whether the user found the track relevant:

𝑅(𝑡, 𝑠) = 𝑟 (𝑡,𝑢) − 𝑐 (9)

where 𝑟 is a binary relevance function, which is 0 if the user skipped
the track and otherwise 1. 𝑐 is a small constant that ensures that a
negative reward is assigned to non relevant tracks. For all experi-
ments 𝑐 was fixed at 0.1. The model is trained using the REINFORCE
algorithm [30].

4.3 Methods for diversity
We describe four methods used to obtain diversity in the recom-
mended tracks. We assume the diversity score can be computed as a
function between the track and user, 𝑑 (𝑢, 𝑡), as detailed in Section 3.

4.3.1 Linear interpolation. Given the diversity function 𝑑 (𝑢, 𝑡) and
score function 𝑠 (𝑢, 𝑡), the linear interpolation is defined as an 𝛼

weighted combination of score and diversity:

𝑠 (𝑢, 𝑡)diversify = 𝑠 (𝑢, 𝑡) + 𝛼𝑑 (𝑢, 𝑡) (10)

4.3.2 Submodular. Diversity can be introduced by formulating the
diversity problem as a submodular set function. Submodular set
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functions must uphold the following condition:

𝑓 (𝑋 ∪ 𝑥) − 𝑓 (𝑋 ) ≥ 𝑓 (𝑌 ∪ 𝑥) − 𝑓 (𝑌 ), 𝑋 ∈ 𝑌 (11)

where 𝑋 and 𝑌 are set of items, 𝑥 is a single item, and 𝑓 is a real
valued function that takes as argument a set. This condition states
that a submodular function should have some diminishing return
when adding new items to the set. Submodular functions have been
used extensively to provide diversity in recommendations [18, 26,
27], as they fit naturally when the set of recommended items should
be diverse in regards to some similarity metric between the items.
Our notion of diversity (see Section 3) is not naturally submodular,
as diversity is a property of either the track itself or the user-track
interaction, and thus do not have diminishing returns. To make our
notion of diversity submodular, we change the task to recommend
tracks of varying diversity. Given a set of recommended tracks 𝜏
for user 𝑢, we define 𝑓 :

𝑓 (𝜏,𝑢) =
∑
𝑡 ∈𝜏

𝑠 (𝑢, 𝑡) + 𝛼

|𝜏 |
∑

𝑡 ′∈𝜏\𝑡
abs(𝑑 (𝑢, 𝑡) − 𝑑 (𝑢, 𝑡 ′)) (12)

where |𝜏 | is the size of the set 𝜏 , and abs is the absolute value. In
this setting, we want to recommend the tracks with the highest
relevance scores for a given user and that have as different diversity
scores as possible, as this maximises the distance between these.
This is a NP-hard problem, but can be solved greedily obtaining a
near optimal solution [19].

4.3.3 Interleaving. Diversity can be introduced by alternatively
recommending tracks with high diversity and high relevance scores.
To do this we sort the tracks into two lists, 𝑙score and 𝑙diversity, and
sample with probability 1−𝛼 from the score list and otherwise from
the diversity list at each time step, where 𝛼 controls the trade-off
between relevance and diversity. After each recommendation, the
recommended track is removed from both lists.

4.3.4 Reinforcement learning. RL allows us to optimize multiple
objectives directly by modifying the reward function. Thus, for the
RL ranker we introduce diversity by including a diversity term in
the reward function:

𝑅(𝑡, 𝑠) = 𝑟 (𝑡,𝑢) − 𝑐 + 𝛼𝑑 (𝑡,𝑢)𝑟 (𝑡,𝑢) (13)

where 𝛼 is a trade-off parameter between diversity and relevance.
Diversity is multiplied with relevance, such that it is only beneficial
to recommend diverse tracks when they are relevant to the user.

5 EXPERIMENTAL EVALUATION
We observed strong associations between diversity, relevance and
extent of user satisfaction based on the analysis presented in Sec-
tion 3. The natural follow up question is how the different rankers
and diversity methods presented in Section 4 fare, in terms of key
satisfaction and diversity metrics, which we investigate next.

5.1 Dataset, metrics and evaluation
We use a dataset from Spotify, a large online music streaming ser-
vice. The dataset consists of the listening history over a 2 month
period of a sample of 1 million of users across 20 million sessions.
All users in our sample dataset have at least 5 listening sessions,
whereas all sessions have at least 5 tracks. We split users randomly
into a training, validation, and testing set (85%, 7.5%, and 7.5%).

Table 2: Performance of rankers relative to the cosine rankerwhile only op-
timizing relevance. To avoid revealing sensitivemetrics, we introduce amulti-
plicative factor to the base metrics (Hitrate, NDCG and User-track similarity)
reported.

Ranker Hitrate NDCG Popularity
User-track
similarity

Cosine 56.006 0.632 1.741 0.584
Feed forward +2.037% +2.057% +4.365% -10.959%
Feedback aware +2.553% +2.848% +4.078% -9.247%
RL +2.703% +3.165% +4.538% -8.048%

55.5 56.0 56.5 57.0 57.5
hitrate

1.35

1.40

1.45

1.50

1.55

1.60

1.65

1.70

1.75

1.80

po
pu

la
rit

y

RL
interleaving w. feedback
interpolation w. feedback
mean submodular w. feedback

55.0 55.5 56.0 56.5 57.0 57.5
hitrate

0.42

0.44

0.46

0.48

0.50

0.52

0.54

0.56

0.58

us
er

-tr
ac

k 
si

m
ila

rit
y

RL
interleaving w. feedback
interpolation w. feedback
mean submodular w. feedback

Figure 6: Popularity (left) and Average user-track similarity (right) vs hi-
trate using the feedback aware ranker.

We measure user satisfaction with the served recommendations
using Hitrate – the percentage of recommendations relevant to the
user (recommendations that the user fully listens to without skip-
ping), as well as Normalised Discounted Cumulative Gain (NDCG).
For diversity centric experiments, we use as metrics the average
popularity of the recommended content (Popularity) and average
user-track similarity for recommended tracks (User-track similarity).
To avoid revealing sensitive metrics, we introduce a multiplicative
factor to the base metrics (Hitrate, NDCG and User-track similarity)
reported.

To keep users engaged in the session from the start, it is impor-
tant to provide highly relevant initial recommendations. Therefore,
given the sequential nature of our problem, we employ a seed song
based approach, wherein the first track is selected based on rele-
vance, and the diversity metrics are computed on the subsequent
recommended tracks. Higher values of Hitrate and NDCG indicate
greater satisfaction, while lower values of Popularity and User-track
similarity indicate more diversity in the served recommendations.
We evaluate the rankers on their top 10 recommendations. To have
a large and potentially diverse pool of tracks to recommend, we
base the evaluation only on sessions with at least 25 tracks.

5.2 Training details
The neural rankers are tuned by choosing the batch sizes within
{128, 256, 512}, and learning rate from {0.001, 0.0005, 0.0001}. We
kept all hidden layers fixed to 50 neurons, and used LSTM sizes
of 50 as well. For the feed forward and feedback aware rankers,
a batch size of 256 and learning rate of 0.0005 was optimal. For
the RL ranker, a batch size of 512 and learning rate of 0.0001 was
optimal. To train the RL ranker, as we only have access to logged
data, which does not have any propensity scores to allow for off-
policy techniques, we use the logged data as a simulator similar
to [13, 32]. In our simulation setup, the pool of available tracks is
limited to what was originally recommended to the user in a session,
and that the user’s relevance feedback is the same no matter the
order the RL ranker presents the tracks in.
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Table 3: Change (Δ) in hitrate, popularity and user-track similarity in com-
parison to reinforcement learning optimized only for relevance Table 2.

Optimizing popularity Optimizing user-track sim.
Method (𝛼) Δhit Δpopularity Δhit Δuser-track sim.

RL (0.1) -0.212% -8.324% -0.037% -2.235%
RL (0.3) -0.780% -12.637% -0.418% -7.076%
RL (0.5) -1.523% -16.071% -1.119% -10.801%
Interpolation (0.1) -0.675% -9.231% -0.395% -6.145%
Interpolation (0.3) -1.751% -14.835% -1.563% -12.849%
Interpolation (0.5) -2.243% -16.593% -2.909% -16.760%
Submodular (0.1) -0.694% -6.099% -0.217% -1.862%
Submodular (0.3) -1.992% -9.451% -0.421% -2.793%
Submodular (0.5) -2.698% -10.495% -0.652% -3.538%
Interleaving (0.1) -0.916% -5.824% -1.073% -3.911%
Interleaving (0.3) -2.460% -14.835% -2.785% -8.380%
Interleaving (0.5) -4.016% -22.308% -4.461% -12.663%

5.3 Comparison of ranking approaches
We begin by investigating the trade-off between model complexity
and performance, and investigate how the different rankers fare
on diversity metrics when not optimized explicitly for diversity.
Table 2 shows the performance of the four rankers on satisfaction
and diversity metrics. We observe that the hitrate and NDCG for
the rankers follows their computational complexity. The proposed
RL ranker have the highest user satisfaction, although we observe a
relative small difference in hitrate and NDCG for all neural rankers.

As the increasingly complex rankers lead to higher user
satisfaction, they also result in recommendations with a higher
average popularity. Most notably, the largest popularity increase
occurs when going from the cosine ranker to any of the neural
rankers, whereas the popularity difference between the neural
rankers is negligible in comparison. For the user-track similarity
diversity metric, the cosine ranker will by definition have the
largest user-track similarity. However, among the three neural
rankers, we observe that the more complex models lead to
recommendations that are more similar to what the user has
previously encountered. These results suggest that while increased
model complexity gives better user consumption predictability, it
comes at a cost of decreased diversity. As the hitrate and NDCG
both show the same trends, we will focus on only the hitrate for
the remaining results.

Note: While seemingly small, a 2-3% gain in offline metrics
(e.g. NDCG) has resulted in over 10-15% gain in important online
measures of user satisfaction in past A/B tests. This is further sup-
ported by prior research that suggests that small changes in NDCG
might result in significant changes in online user behevaior [21].
5.4 Comparison of diversity methods
To evaluate the four diversity methods, we compare their perfor-
mance for introducing diversity against each other, keeping the
ranker fixed. For the three methods requiring a track relevance
score (interpolation, submodular, and interleaving) we use the feed-
back aware ranker as the base ranker. These three methods are
compared directly against the RL ranker, which is optimized for
both relevance and diversity through its reward definition. As opti-
mizing for both relevance and diversity is a trade-off, the results are
presented using scatter plots. For the non-RL methods, the trade-off
parameter 𝛼 was chosen as 𝛼 ∈ {0.05, ..., 0.5} with increments of
0.05. For the RL ranker, we choose 𝛼 ∈ {0.1, ..., 0.5} with increments
of 0.1, and train each configuration twice to explore the variance.

Figure 6 shows the trade-off between hitrate and the diversity
metric for the diversity methods, while Table 3 shows the relative
values of the hitrate and diversity metrics in comparison to the RL
method not optimized for diversity.

Popularity. We observe that the RL method obtains the best
trade-off between high hitrate while reducing the average
popularity. Linear interpolation obtains the second best trade-off,
and interleaving obtains low average popularity at the cost of large
reductions in hitrate. Submodular is unable to obtain any large
decrease in the average popularity, as larger 𝛼 values only leads to
marginal drops in average popularity. Overall, these results shows
a small benefit of using RL to reduce the average popularity, but
at the cost of higher computational complexity and training time
compared to the simple linear interpolation.

User-track similarity. We observe that the RL method and linear
interpolation obtain very similar trade-offs, but that the linear inter-
polation cover a wider range of trade-offs than the RL method. Di-
versity by the submodular method results in the worst trade-offs, as
the effective user-track similarity reduction is very limited. Similar
to the popularity diversity metric, we observe that the interleaving
method perform significantly worse than linear interpolation.

Overall, these findings suggest that leveraging RL reward mod-
eling for diversification gives slightly better performance, but in-
terpolation based methods offer a wider range of trade-offs, which
provides more flexibility and control to system designers. For sub-
modularity, we observed limited ability to reduce both the popular-
ity and user-track similarity. As described in Section 4.3.2, neither
of the diversities are naturally submodular, hence we formulated a
submodular function for recommending a sequence of items with
varying diversity (as opposed to simply increasing diversity). How-
ever, based on the results in our setting, this submodular formu-
lation is less suited to the problem compared to other traditional
approaches like interleaving and interpolation.

5.5 Interplay between ranker and diversity
methods

We have compared rankers on satisfaction metric, and investigated
the effect of the four diversity methods when the ranker was fixed.
A natural question to answer is whether the observed trends in
diversity methods generalize across all rankers, or does specific
diversity methods work with specific rankers. We next investigate
this interplay of rankers and diversity methods. For all experiments
we use the same choice of 𝛼 values as done previously.

Popularity. Figure 7 shows the trade-off between average
popularity and hitrate for all combinations of rankers and methods
introducing diversity. In all cases, the RL ranker is the same and is
used as a reference between the plots. We observe that the differ-
ence in hitrate from the rankers carries almost directly over for
the interpolation and interleaving, while the difference is smaller
between the hitrate for the submodular method. Independently of
the ranker, the span of average popularity for each of the three
diversity methods is approximately the same, showing that the
ranker almost entirely influences hitrate. As the average popularity
decreases, we observe that the hitrate differences get comparatively
smaller than for larger average popularity values. Independent of
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Figure 7: Popularity vs hitrate
when varying the ranker across di-
versity methods.
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Figure 8: Average user-track sim-
ilarity vs hitrate when varying the
ranker across diversity methods.

the ranker choice, we observe that linear interpolation obtains
the best trade-off among the non-RL diversity methods, while RL
obtains the best overall trade-off.

User-track similarity. Figure 8 shows the trade-off between aver-
age user-track similarity and hitrate for all combinations of rankers
and diversity methods. Due to how linear interpolation and sub-
modular both use the diversity metric to subtract from the rank
score, they do not work when the diversity metric is the same as
the relevance score (as is the case for the cosine), and all values of
𝛼 therefore leads to the same ranking.

The submodular method again provides the worst trade-offs out
of all the diversity methods. When the feed forward ranker is used,
the hitrate decrease is notably larger than for the feedback aware
ranker, but the effective span of average user-track similarity values
is very small for both rankers. For both linear interpolation and
interleaving, we observe the difference in hitrate between the feed
forward ranker and feedback aware ranker is much greater than
the difference observed when only optimizing relevance. While the
difference in hitrate between the feed forward and feedback aware
ranker is only 0.29 when diversity is not considered (see Table 2),
the difference in hitrate can be over 1 depending on the average
user-track similarity. This is even though the feedback aware ranker
has a slightly higher average user-track similarity when diversity
is not considered. Thus, we observe that the choice of ranker can
interact with the choice of diversity method non-trivially.

Overall, we observe that RL and linear interpolation work better
than interleaving and submodular diversity methods, with both RL

Figure 9: Shift in average session diversity for the RL method (𝛼 = 0.3)
compared to optimizing only relevance

and interleaving with feedback aware ranker obtaining approxi-
mately the same trade-offs, while the linear interpolation covering
a larger span of average user-track similarities. More interestingly,
comparing these results with the ranker comparison on only satis-
faction (Section 5.3), we observe bigger differences in hitrate when
rankers consider diversity, than when they are only focused on sat-
isfaction. This suggests that when one cares only about satisfaction,
there exist little difference between the rankers; however when one
cares additionally about diversity, the difference between rankers
becomes more pronounced.

Given the varying complexity of development and deployment
of these rankers, this result has big ramifications on the choice of
rankers for system designers based on the task at hand.

6 DISCUSSION
Looking at music consumption data, and presented results, we
found evidence that not only are users satisfied with relevant rec-
ommendations, but also often with recommendations that depart
from their historic tastes, or are less popular. Such departure from
relevant and popular content allow platforms to broaden the scope
of music listening and shift consumption towards the tail and less
familiar content. Figure 9 visually depicts this shift in consumption,
wherein we observe a significant shift in popularity distribution
from unimodal to bimodal when additionally optimizing for popu-
larity diversity, and a slight shift towards lower user-track similarity
when optimizing for similarity diversity.

Specifically in the context of music streaming, we posit our find-
ings relates to and builds upon insights on how users consume
music. First, recent results suggest that users often have flexible
and broad intents when they interact with the music streaming
apps [14]. Indeed, the broader the intent, the more we expect the
user to be open about music recommendations, which enables the
system to shift consumption while still serving satisfying content.
Another line of recent research has characterized users as "spe-
cialists" vs "generalists" based on their consumption diversity [1],
with generalists preferring diverse sets of music. This highlights
the strong preference of some users to prefer diversity, which in
turn makes shifting of consumption to less similar or less popular
content more amenable. Finally, music streaming applications are
essentially multi-stakeholder platforms which connect users and
artists [16]. Such platforms need to maintain a healthy balance
between user satisfaction and artist exposure goals [15]. A recom-
mender model equipped with consumption shifting ability enables
the platform to surface under-served artists, thereby maintaining a
healthy balance between consumer and supplier objectives.
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On the system design perspective, our findings give system
designers practical considerations on the choice of rankers, ways
of diversification and serving infrastructure. We argue that the
cosine rankers are a good first solution to the recommendation
problem – being greedy algorithms, they are quick to deploy,
and offer comparable performance to neural and RL rankers if
satisfaction is the only goal. However, if diversity is important to
consider, and as systems mature and the need for improved models
arises, switching to neural ranker makes sense. On the choice
between different ways of diversification, the reward modeling
based RL method performs better than interpolation for swaying
consumption away from popular content, though such methods are
non-trivial to productionize at scale. We advocate system design-
ers make this choice based on the underlying infrastructure in place.

Future Work The limitations of this work lead to several next
steps. First, while we used logged data to train our RL model, the
benefits RL has to offer are more prominent when trained via off-
policy training, or a live deployment. Second, there is increasing
evidence that propensity for diverse content is an innate user trait,
with some users preferring diverse content more than others [1, 15].
This motivates the need for developing user-aware diversification
models that personalize the extent to which served recommenda-
tions are diverse. Finally, while we explicitly focused on trivial
reward combinations, there exist ways to account for richer inter-
actions between objectives. Future work will involve considering
richer reward structures to improve performance gains offered by
RL approaches.
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